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Cognitech researchers and consultants successfully worked on quite a number of topics culminating in an
accurate reconstruction of shapes from shading and shape based image restoration, as well as frame fusion,
stereo matching, and video processing. Tliese were integrated into a forensic image and video processing
system which achieved great success in the legal fields [1,2).

Personnel who worked on this eflort, listed in alphabetical order, were P.-L. Lions, M. Lyublinsky, J.-M
Morel, S. Osher, L. Rudin, and P. Yu.

We began with the classical problem of a surface illuminated by a single distant source. The surface is
given by the equation

(1) z = u(z,y).
— {(~uy,~u,,1) . . .

The normal N = TreTees and the intensity satisfies

(2) I(z,y) = R(N).

In the simple, Lambertian case the equation becomnes

(3) I =cosll = (a,B,-7)-(—N)
_ ous+Buy +9

‘/t:3+tt'y-’+l

This was first studied carcfully in [11] under the direction of our consultant, Dr. Pierre-Louis Lions.
Equation (3) can be solved numerically using the theory of viscosity solutions for Hamilton-Jacobi equations
[5]. The numerical schemes used in [6] were only first order accurate, monotone methods. High order accurate
essentially nonoscillatory (ENQ) were devised in [3,10] by the principal investigator of this contract. The
main idea comes from a uniqueness theorem in [11} concerning the viscosity solution of the Hamilton-Jacobi
equation

(4) H(z,y,Vu)=1,/1 +u;-’.+u;-; —auy—pPuy, —v=0, in

with (—a, =3, v), the direction cosines of the distant light source.

Given a level surface, v = 0 on d9, we wish to solve (4). There is a lack of uniqueness as exemplificd
in one space dimension for overhead light (y=1). I Q= {z,0<z< 1}, givenu=0atz=0o0rz =1, we
take I = m Then two possible solutions are u = £(z(1 — z)). This is visually an obvious fact to

any observer. The uniqueness comes from the knowledge of the shape u(zg, yo) where I{zg,y0) = 1.

Here u, = i\/Tlf — 1 vanishes when 7 = 0. We generally need to impose the value of u at such points,
subject of course to a compatibility condition. In this case we need

(5) —l--max /% l—:dz /l‘/l ldr | < u -l-
4" o VI Ve - \2

PN v 1

< \/—— : V- =

< max (/o 7 ldzx, /% B ldz y

This condition generalizes easily.

We have derived higher order ENO codes which dramatically increase the accuracy obtained in [1]. Also,
based on [8,12] we have devised a marching algorithin using the distance function which gives very rapid
convergence to the solution of (1) with the appropriate conditions at points of maximum intensity.
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Next, we used the results described by our consultant in [7) to handle shadows and more general boundary
conditions for this Lambertian case. They are best described by appealing to the unsteady evolution problem

(6) u,:I,/l+u3+u§-—au,—ﬂu,—7.

If the left boundary is £ = 0, then classical theory of initial-boundary value problems for hyperbolic
equations indicate that a boundary condition should be imposed if

u,l

— === <
‘/1+u3+u3

or, at steady state, if

(N Buzuy + yur —a — au;‘; <0.

Different. types of boundary conditions arise in the presence of shadows and grazing rays. They can be
exemplified by the one dimensional case in which the exact surface is

(8) u=—V1-a2+ 1 -z2 for |z] < a
u=0 if |z| > a.

We wish to solve
(9) wy=Iy/14+u2-au, -«

to steady state.

The first case is that of an apparent contour. This happens when we have overhead light with v =

1, a=1, and
I=vi-22 if|z]< ]
I=1  Jz|> 1.

wy=V1i-z2/1+ul-1, jz|]< ]

This has a characteristic boundary at £ = *1. Thus we impose no boundary conditions there. We do
impose u = ] at £ = 0 because /(0) = 1.

Thus we solve

More generally at z = —a, we need no boundary condition if 75‘_'_—“ =u>9%= 71—"_7 &Sa>a At

z=-a, u; = $ & ] =1. Thus we nced to prescribe u(—a) = V1 —a? ~ V1 —a? at a grazing light edge,
eg z=7, u(y) = -1

Finally at a shadow edge, i.e. at z = 1, we need to prescribe u(%) = u(y) - a.

We have also developed methods for more complicated models involving highlights. Here
(10) I(z,y) = cos 0 + ¢(cos O)™

for ¢, m functions of the metal. Thus the Ilamilton-Jacobi equation to be solved is

m

I(z.y) = aus + fu, +v +e ous + Buy +v
\/l+u§+u§ \/l+uz+u§
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The numerical methods used to solve the llamilton-Jacobi equations were high order ENQ as developed
in [9,10]. The equation is always of the form

(11) w=-H(z,y us,uy).
Monotone schemes are of the form

(12) ut = oy — Atf(zi,y;, Dy ul, DEuly; DYuly, DYLu)
with H(u,uw,U,U) = H(u,U) and H(1,1;1,1) denotes its monotonicity.

Another speed up of the steady state calculation comes via nonlinear SOR. This works because of
monotonicity. Godunov’s scheme is such that we can analytically solve for the value of u,j at the central
point. For high order ENO methods we rewrite the steady state algorithm as

(13) I'I monotone _ fl monotone __ }"IENO .

We lag the right side of this equation and update using nonlincar SOR on the left. This algorithm is quite
fast.

Figures 1-16 demonstrate the success of this approach for a single-view shape-from-shading.

Our next effort concerned the problem of photometric stereo. There, the same Lambertian surface is
viewed at different times of the day. Thus the goal is to find u, given measurements (which have some errors)

(14) FR) = [(R) J1 a2 + ul — (0 By + 85y + 4K =0
K=1,....m.
The idea is to minimize the functional

(15) / Sw | P2 gz dy,
1]

using weights 0 < w(K). We also let p — oo and use gradient descent and artificial time. Thus we seek
steady solutions of

. F(x) OFK
— (K)Y] 7y, 2, .
uy = E w {']race [D u [ o (z,Vu) ® ap (z,Vu”

AF(K)
ap

R(K)
+ (z,Vu)-: Q—gr—(:,Vu)}

Unfortunately, there is no uniqueness in general. We could, for example, take I(¥) = 15-":' i =1,2 with

B = /1 = (v(1)2, B = —\/1 — (¥(D))2, then u = tz are both solutions. Also any continuous piecewise

linear function of slope 1+1, is a Lipschitz continuous solution. In fact, for any planar solution of the form

u=ocz+c2y+cs.

Then the function

v=diz+dyy+ds

is also a solution if

aley + Ve + ' /1 4+ 6] + ¢ = o Py + FOdy + 11+ d} +d3. “des

3 it [ oo
|

|

|




From a geometric point of view, the statement is that two planes are both solutions iff all light sources
lie on the great circle bisecting the angle between them. In general, 3 at most two planar solutions and in
particular, only one if there are at least three light sources which are not in the same plane.

This they is valid for the weights w(¥) = 1; however we use W¥)[F(X))3[1¥)]3 in our experiments.
The steady state problem is a degencrate quasilinear elliptic equation. It degenerates in direction £ (at

z,p = Vu(z)) if 8’;(:) (z,Vu)-€=0for all K. This is equivalent to

[ P& pK)e = o (4K = (o), gF)
prarcRA (!, 550y

or
18)p

(E) vVi+ P +

are all collinear.

«x)

An example of this is for onc overhead light, p(zo) = 0, #1) = 0. The second light is arbitrary.

Recall our counter example to uniqueness

A= (ﬂg)) o = (ﬂ??))' AN 2 g2

(1)
10 = 1\/?, u(z,y) = xz.

If we check condition (E) for 1 = = we have

1) ) 2)
(#)-Can )
EN T O ey

Thus B() and 3?) have the same sign = 3¢*) = 3(2). This is a contradiction, thus we have uniform ellipticity
here.

or

We have proven the following.

Theorem: Given @ marimum principle salisfying boundary condilion, the evolution equation (16) ts a well-
posed inilial value problem in the sense of viscosily solulions, even if there are degeneracies.

Remark: Two lights are collinear when

Ip

VAR Sk

+£=0

for one and

p=Vusolves I\/1+|p2=¢-p+17.

This is equivalent to | = 1, p = —f, which is the precise loss of uniqueness in the single view case
discussed earlier.




Additionally, if p = Vu for a solution u then

art)  Jr
dp + Oz

(D*u)

If at (x0, Vu(z0)), -b—g;—‘l = 0, this implies = D?u(zo) has one zero and one nonzero eigenvalue. Then (E) is
valid at (2%, Vu(zo)) with a direction of degeneracy which corresponds to a nonzero eigenvalue.

In general, the operator can be degenerate since the initial condition is arbitrary. An example occurs if
p = Vuo(zo) = 0. Then (E) occurs if the €°) are collinear (so the directions of light all lie on a great circle).

Our equation (16) can be derived as follows. If we set

FO(z,Vu)=0
gr®)  gF®

2 =
=D"u 3 + e 0
» [OF© QF6)
=Trace (D u ( 3;) ® W))
OFH)  HF®
dp o6r

We obtain the right side of (16) by summing over (7).

Another derivation comes from considering the lcast LP weighted norm of the error and letting p — oo.
This leads us to natural boundary conditions.

Figures 17-24 show the results of our photometric sterco algorithm on real data.

An important problem relating to reconstruction of shapes involves stereo matching. We are given two
views of the same images from diffecrent cameras. We call the intensity functions L(z,y) and R(z,y), and
we seek to find matching functions w(z,y), v(z,y) so that L(z 4+ w(z,y),y + v(z,y)) is as close as possible
to R(z,y).

Our approach is bascd on L' minimization

17 min/ |L(z + u(z, ),y + v(z,y){ = R(z,y)|dzdy.

This is not sufficiently regularized - there are many possible solutions. We modify this by

(18) min /L(.‘L‘ +u(z,y),y +v(z,y)) — R(z,y)|dzdy
4+ F(L,R,u,v,z,y).
F is a complicated function rclated to the constraints.

Solving this problem directly via gradient descent will usually lead to a local minimum. We thus take
a coarse to fine procedure to lead to our descried solution. We start by replacing L{z,y) and R(z,y) by
blurred versions: L, = Gy * L, Ry = G4 * R, where

22442
Go = Goe™ )

and = denotes convolution.

We gradually reduce the variance @ and use the iteration result as an initial guess for a smaller 0. We
thus can successfully approach the global minimum of this functional.
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The algorithm is as follows:

Initial guess o, u,v, for aq large enough. Find new u, v by minimizing (18) with L and R replaced by
Lo, R,, reduce ¢ and iterate again.

The Euler-Lagrange equations for this functional show that when VL,-VR, < 0, the solution procedure
may lead to spurious minima. We remove this term when the sign turns negative.

The scaling is important in our minimization procedure. This leads to severe time step resolutions in
our numerical method. We fix this by dynamically rescaling via an arc tangent function.

We note also that u and v can be discontinuous. The regularization term in F might prevent this from
developing. These discontinuities in the matching functions are related to edges in the images. We used
ENO schemes near discontinuities with good results.

Additionally, if L and R are flat, u and v can be assumed to be smooth. Thus the coefficients of the
viscosity terms coming from F are large in flat regions and small near edges.

We also devised a morphological matching method concentrating on image features, i.e. the level set
directions and curvature. We again lct L(z,y) and R(z,y) be tihe intensity function of two images. Let
u(z,y) and v(z, y) be the matching function between these two images. For the statement “match level set
directions”, we mean:

min/ Fi(z,y,u,uz, uy, vz, vy, L, R)dzdy
u,v

where

Vi(z+u,y+v) VR(z,y)
IVL(z + u,y+v)| |VR(z,y)|

Fi(z,y.u,up vy, ve, vy, LLR)=1-

or
(Le(] +up) + Lyve]Re + [Leuy + Ly(1 4 vy)IRy
VILOHu) + LywslP + [Lewy, + L1+ 0, )P\ /R2 + R}

Flzl—

where Ly = L.(z+u,y+v)and Ly = Ly(z + u,y+v).

In the region where the value of gradicnt is small, the direction is very unstable numerically. So a better
choice of the functional is obtained by inultiplying the above functional by the norm of the gradient. This
yields the following modificd functional:

Fi(z,y,u, ug, Uy, Ve, vy, L R) =

VLU 4 )+ Lyw]? + [Loug + Ly (1 + )2 /R2 4 B2 = [La(1 4+ ue) + Lyve] Re = [Lety + Ly(1+ )] Ry.

The minimal point is reached when the gradient of the two images has the same direction. However this does
not mean we get the correct matching. Minimizing the functional is just a necessary condition for matching,
not a suflicient condition. For two images to be matched, we introduce second term of the functional -
matching image curvature. \We describe it as follows:

Let
Fa(z,y,u, v, ur, Uz, gy, Upy, Uyy,Vrz,Vry, Vyy) = Il\'(L(t +uy+v))— K(R(z, y))l

6




where K is the curvature operator. By expanding the right hand side term, we get,

Fy= “{(LzLyy — 2L LyLsy + Ltht)[(l +u)(1+vy) - V:“v]2
+ L3[(1+ u:)uyy — 2(1 + uz)uyugy + ulus,)
+ L3[(1 + vy)vee — 2(1 + vy Jetey + Vivy,]
+ LZL,[2(1 4 vy )ugues = 20(1 + ue)(1 + vy) + vty Juey + 2(1 + vz )z uy,
+ ujvee — 201 4 ueuyvey + (1 + u2)’vy)
+ L,L3[2(l + Yy uyver — 2((1 4+ uz)(1 4 vy) + veuy ey + 2(1 + ug)vevyy
+ V.Z“w =21+ yy)vzugy + (1 + Vy)z"u]}/
{L(1 + we)® + wfl + 2L Ly [(1 + us s + (1 + v)uy) + L1 + 1) + v}/
- (R:Ru -2R. Ry R,y + R:R:)a/zl

Again, in the regions of smooth intensity we multiply the functional by the product of the norms of two
gradients. Our modified functional becomes:

Fa(z,y,u, v, Uz, Vs Ugr, Ugy, Uyy, Ves, Vsy, Vyy) =
(R2+ R2)2{(L2Lyy — 2L; Ly Loy + L2Le)[(1 + u:)(1 + vy) — veuy)?
+ L3[(1 4 ue)uyy — 201 + ug)uyuzy + u:u"]
+ L3104 vy Vves — 2(1 + vy )ty + Vi)
+ L2Ly[201 + vy)uyuzr — 2((1 + u)(1 4 vy) + vety)uzy + 2(1 + uz)vzuyy
+ uylguu = 2(1 + ug)uyvey + (1 + u,)zuyy]
+ L L2201 + vy)uyves — 2((1 4 ue)(1 + ) + veuy)vzy + 2(1 + uzJveyy,
+ Vfuw =201 + vy veuey + (14 u,)zuu]}
—{L2[(1+ue)? +ul] + 2L Ly [(1 4 ue)ve + (1 4+ v)uy] + L2 [(1+ 1) +07)]
(RIRzr — 2R:RyRzy + RIRy,) |

}3/2

This term should play a more important role in the region where the direction of the gradients are close.
This means we will multiply the above term by a function of the first term g(F;). Here g is small when F
is large and g is large when Fy is small.

In order to match in the smooth region we necd the regularization terms. In order for the procedure to
converge, and overcome the noise sensitivity of the derivatives of intensity functions, we still use our larger
scale matching procedure. In order to allow sharp jumps Lo develop, we still need an essentially nonoscillatory
method for derivatives to avoid crossing the discontinuities. All these facts mean that our previous work still
applies.

We have extended these technigucs to multiple fraines when many views of an image are given. In fact
a key application comes in frame fusion of videos. Neighboring frames are given and information is used to
reconstruct the central frame in an accurate manner. The algorithm is quite similar to our stereo matching
method described above.

Figures 25-31 show the results of our stereo matching algorithm.

Figures 32-33 show the results of our frame fusion algorithm. The upper left picture in Figure 32 is the
true “airplane” which was subsampled down to a factor of 16 and placed in the middle of 10 consecutive
frames. The upper right shows the replicated image. Figure 33, upper right shows the greatly enhanced
result via frame fusion. Figure 34 demonstrates via excerpts from the Los Angeles Times, the use of frame
fusion in the legal area.




We are currently integrating the work on video processing done by our collaborators in [3] together
with our frame fusion ideas. We believe that our method gives an interesting slant on the computation of
apparent velocity.

Finally we mention that a shape based denoising algorithm is now mature. This is based on the
regularization properties of both the single view, Hamilton-Jacobi approach and the parabolic equation
approach obtained in the photometric stereo case.

Bibliography

[1] “Image Processing Makes Its Mark in Court”, SIAM News, Vol. 26, 81 (Dec., 1993).

{2] “Battlefield in Courtroom Tool-Video De-Blurring”, Leading Edge, AFOSR Magazine, (March 1994),
pp- 18-19.

[3] L. Alvarez, F. Guichard, P-L. Lions, and J.-M. Morel, “Axioms and Fundamental Equations of Image
Processing”, Arch. for Rat. Mech. Anal., Vol. 123, (1993), pp. 199-257.

[4] A. Chambolle, “Stereo Vision and Shape from Shading”, preprint, U. of Paris IX, CEREMADE, (1992).

[5] M. Crandall and P.-L. Lions, “Viscosity Solutions of Hamilton-Jacobi Equations”, Trans. Amer. Math.
Sco., Vol. 271, (1983), pp. 1-42.

[6] M. Crandall and P.-L. Lions, “Two Approximations of Solutions of lamilton-Jacobi Equations”, Math.
Comput., Vol. 43, (1984), pp. 1-19.

[7) P-L. Lions, E. Rouy, and A. Tourin, “Shape-from-Shading, Viscosity Solutions and Edges”, Numer.
Math,, Vol. 64, (1993}, pp. 323-354.

[8] S. Osher, “A Level Set Formulation for the Solution of the Dirichlet Problem for Hamilton-Jacobi
Equations”, SIAM J. on Analysis, Vol. 24, (1993), pp. 1145-1152.

[9] S. Osher and J. Sethian, “Fronts Propagating with Curvature Dependent Speed. Algorithms Based on
Hamilton-Jacobi Formulations”, J. Comput. Phys., Vol. 79, (1988), pp. 12-49.

[10] S. Osher and C.-W. Shu, “High Order, Esscntially Nonoscillatory Schemes for Hamilton-Jacobi Equa-
tions”, SINUM, Vol. 28, (1991), pp. 907-922.

[11] E. Rouy and A. Tourin, “A Viscosity Solutions Approach to Shape from Shading”, SINUM, Vol. 29,
(1992), pp. 867-884.

[12] M. Sussman, P. Smereka, and S. Osher, “A Level Set Approach for Computing Solutions to Incompress-
ible Two-Phase Flow”, J. Comp. Phys., (1994), to appear.




6. Results:

Fig. 1 Fig.2 Fig.3 Fig. 4

Figure 1 is a semi-sphere shape, figure 2 is the shade of figure 1, figure 3 is the reconstructed
shape, and figure 4 is the shade reconstructed from figure 3. '

Fig. 5 Fig. 6 Fig. 7 Fig. 8

Figure 5 is a shape of pyramid, its shade is shown on figure 6, the reconstructed shade and
shape are shown on figure 7 and figure 8.

Fig. 9 Fig. 10




Fig. 11 Fig. 12

Figure 9 is a shape of a face, figure 10 is the shade of the face with over head lighting. Figure
11 and 12 is the reconstructed skape and shade from figure 10.

The shape from shading problem does not necessary take the form in (1.). It can take other
form. For example, the eye-ball model where the intensity can be written as:

oaou +Bou +y
() =1+¢ where txy) = —— 2

(2 2
Juy+u

The following is a example of reconstructing « (x,y) from given 7(x,y).

Fig. 13 Fig. 14 Fig. 15 Fig. 16

Figure 13 is the original shape, figure 14 is the shade of figure 13 with eye-ball model. Figure
15 and 16 are the reconstructed shape and shade.




Photometric Stereo

Fig. 22

Fig. 18 Fig. 19 Fig. 20 Fig. 21

Figure 17 is the shape of a mountain, Figure 18, 19, 20 and 21 are four shades corresponding
to four different light directions. Figure 22 is the reconstructed shape of the mountain using
figure 18 to 21.




Fig. 23 Three dimensional view of the shape in figure 17

Fig. 24 Three dimensional view of the reconstructed shape in figure 22




Stereo Matching

Fig. 25 Pan of a circuits board ( left view )

Fig. 26 Part of a circuits board (right view )




Fig. 27 Marching function [ u(x.y) ] of fig. 25 and 26.

Proa.

Fig. 28 Fig. 29

Image pair of a mountain with building

Fig. 30 Matching function u(x.y) of image pair 28 and 29




Fig. 31 Three dimensional view of u(x.y) in figure 30
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PICTURE - L.A. Times, 3/17/93
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